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(1985) and Kirkpatrick, Gelatt and Veechi (1983): the
traveling salesman problem.

In performing our final experiments for that paper
shall take into account several lessons learned from ilie
experiments reported here. First, due to difficulties we
encountered, it has become clear iliat both our starting
and terminating procedures need revision.

Our current termination tests ask whether FREEZE_
LIM consecutive temperatures have occurred in which:
a) the acceptance ratio was below MINPERCENT, and
b) no improvement in the best solution seen has taken
place. For several types of instances encountered, we
had to make major changes in ilie termination parameters
simply because an abundance of O-cost moves kept ilie
acceptance frequency high, even though no further im­
provement in cost was occurring. Thus, the termination
condition should probably be altered so iliat only ilie rate
at which uphill moves are accepted is relevant (a very
simple modification).

We also found ourselves regularly having to choose
starting temperatures in an ad hoc manner because the
generic methods we had devised for this (using either
trial runs or multiple calls to NEXT _CHANGE) were
not sufficiently robust. We suspect that, for most prob­
lems, starting temperatures can be determined using
simple problem-specific formulas (analytically or empiri­
cally derived) that depend only on the desired initial
acceptance ratio and a few easily computable parameters
of the instance. For instance, I V I and IE I might well
suffice in the case of graph coloring. Thus, there is
likely to be a problem-specific INITIAL_TEMP routine
in our future implementations.

A final observation is that the running-time/quality­
of-solution tradeoff inherent in most annealing imple­
mentations may well extend far beyond the standard
limits of acceptable running time. In our graph coloring
experiments, we saw positive results come out of runs
that took a week or more of continuous computing. That
this may be of more than academic interest follows from
the rapid rate at which the price of computer cycles is
declining. That compute-week could be almost free if it
were spent on one of the idle personal computers iliat
now decorate many offices, or it could be an overnight
background run on one of the much faster machines
becoming more widely available. For problems in which
the economic value of finding improved solutions is
substantial, this is a thought to keep in mind.

AARTS, E. H. L., AND J. H. M. KORST. 1989. Simulated
Annealing and Boltzmann Machines. John Wiley &
Sons, Chichester, U.K.
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amounts of running time, our luck seems to have run out
by the time n = 500.

We did not perform experiments for values of n > 500,
but the trends are already obvious and conform to our
expectations: Annealing (and local optimization, to a
slightly lesser extent) will be even more substantially
outclassed by Karmarkar Karp as n continues to in­
crease. Note that typically values for log 10

(Karmarkar-Karp) are less than: -13 for n = 1,000
(in 6.5 seconds), - 16 for n = 2,000 (in 13.6 seconds),
and -24 for n = 10,000 (in 75.8 seconds). Thus,
number partitioning, at least for the types of ran­
dom instances we have been considering, illustrates the
limitations of simulated annealing as a general technique.
When the solution space is sufficiently mountain­
ous, annealing's advantage over straightforward multiple
start local optimization can be lost entirely. Moreover,
other approaches, not tied to the concept of navigating
around a solution space, may be able to outperform it
substantially.

There remains the question of wheilier some oilier
neighborhood structure for the problem, perhaps using
different notions of solution and cost, might prove more
amenable to annealing. We do not rule out this possi­
bility, although at present we see not reasonable al­
ternatives. The natural idea of modifying the annealing
implementation by replacing difference as the objec­
tive function by loge difference) appears to be of little
help, based on limited experiments. We leave ilie invest­
igation of additional possibilities to future researchers.

In this paper, we consider implementations of simulated
annealing for two problems that had previously not been
thought accessible to local optimization and its variants:
graph coloring and number partitioning. Our graph col­
oring results, as summarized in Section 2.5, were gener­
ally positive for simulated annealing, assuming one can
tolerate the large computation times involved. The re­
sults for number partitioning were, as expected, decid­
edly negative, with annealing substantially outperformed
by the much faster Karmarkar-Karp algorithm, and even
beaten (on a time-equalized basis) by multiple start local
optimization.

This all fits in with the view expressed in Part I of this
paper (Johnson et aI. 1989), iliat annealing is a poten­
tially valuable tool but in no ways a panacea. Part III
(Johnson et aI. 1990) will conclude this series with an
exploration of how well simulated annealing does against
the more traditional competition on perhaps the most
famous combinatorial optimization problem of them all,
and the one for which it was originally touted by Cerny

500005000

•.f+ .+ •
o\. .J ....- .+..; ~ + ,+

0 ij. ....
§ et+ *8 t0

e in Seconds

le I-swap neighborho
random instance of be

annealing runs (+ 's) wi'
d by performing multip
nization for an equivalerl
s).

I-SWAP NEIGHBORHOODS

• found were again relat
ime, with the average 0"

lling runs being - 3.57,
Jtimization and - 2.7 fot:
e, the smallest possibl~,

than expected.) .
ion substantially outper~'

lualized basis. Also, a
;al optimization are muc~

rkar-Karp solution valu.
nt case. This is true eve
lse in running time with
annealing when we com{
of SIZEFACTOR. For
~ = 512, the median an~
rger than the KarmarkW;

whereas it is roughly!
500. For local optimiza-i
imes, the corresponding;,
-still growing, but not!li

i
iments using the 2-swap'
~nt instance, but, within
(approximately 30 hours)
-swap local optimization
s. (The quadratic growth
I seems to have begun to
local optimization takes

0.25 seconds for I-swap
>ugh we could approach
:e of the Karmarkar-Karp
ven large but feasible



406 / JOHNSON ET AL.

BERGER, B., AND J. ROMPEL. 1990. A Better Perform­
ance Guarantee for Approximate Graph Coloring.
Algorithmica 5, 459-466.

BOLLOBAS, B., AND A. THOMASON. 1985. Random Graphs
of Small Order. Ann. Discrete Math. 28,47-97.

BRELAZ, D. 1979. New Methods to Color Vertices of a
Graph. Comm. ACM 22, 251-256.

BROUWER, A. E., 1. B. SHEARER, N. J. A. SLOANE AND W.
D. SMITH. 1990. A New Table of Constant Weight
Codes. IEEE Trans. In! Theory 36, 1334-1380.

CERNY, V., 1985. A Thermodynamical Approach to the
Traveling Salesman Problem: An Efficient Simulation
Algorithm. J. Optimiz. Theory Appl. 45,41-51.

CHAMS, M., A. HERTZ AND D. DE WERRA. 1987. Some
Experiments With Simulated Annealing for Coloring
Graphs. Eur. J. Opns. Res. 32, 260-266.

COLUNS, N. E., R. W. EGLESE AND B. L. GOLDEN. 1988.
Simulated Annealing: An Annotated Bibliography.
Am. J. Math. Mgmt. Sci. 8, 205-307.

DE WERRA, D. 1985. An Introduction to Timetabling. Eur.
J. Opns. Res. 19, 151-162.

GAREY, M. R., AND D. S. JOHNSON. 1976. The Complexity
of Near-Optimal Graph Coloring. J. Assoc. Comput.
Mach. 23, 43-49.

GAREY, M. R., AND D. S. JOHNSON. 1979. Computers and
Intractability: A Guide to the Theory of NP­
Completeness. W. H. Freeman, San Francisco.

GLOVER, F. 1989. Tabu Search, Part I. ORSA J. Comput.
1, 190-206.

GRIMMET, G. R., AND C. J. H. McDIARMID. 1975. On
Colouring Random Graphs. Math. Proc. Cambridge
Phi/os. Soc. 77, 313-324.

HERTZ, A., AND D. DE WERRA. 1987. Using Tabu Search
Techniques for Graph Coloring. Computing 39,
345-351.

JOHNSON, D. S. 1974. Worst-Case Behavior of Graph Col­
oring Algorithms. In Proceedings 5th Southeastern
Conference on Combinatorics, Graph Theory, and
Computing. Utilitas Mathematica Publishing,
Winnipeg, 513-527.

JOHNSON, D. S., C. R. ARAGON, L. A. MCGEOCH AND C.
SCHEVON. 1989. Optimization by Simulated Annealing:
An Experimental Evaluation, Part I, Graph Partition­
ing. Opns. Res. 37, 865-892.

JOHRI, A., AND D. W. MATULA. 1982. Probabilistic Bounds
and Heuristic Algorithms for Coloring Large Random
Graphs. Technical Report, Southern Methodist Univer­
sity, Dallas, Texas.

KARMARKAR, N., AND R. M. KARP. 1982. The Differencing
Method of Set Partitioning. Report No. UCB/CSD
82/113, Computer Science Division, University of
California, Berkeley.

KARMARKAR, N., R. M. KARP, G. S. LUEKER AND A. M,
ODLYZKO. 1986. Probabilistic Analysis of Optimum
Partitioning. J. Appl. Prob. 23, 626-645.

KERNIGHAN, B. W., AND S. LIN. 1970. An Efficient Heuris­
tic Procedure for Partitioning Graphs. Bell Syst. Tech.
J. 49, 291-307.

KIRKPATRICK, S., C. D. GELATT AND M. P. VECCHI. 13
MAY 1983. Optimization by Simulated Annealing.
Science 220, 671-680.

LEIGHTON, F. T. 1979. A Graph Coloring Algorithm for
Large Scheduling Problems. J. Res. Natl. Bur.
Standards 84, 489-506.

LIN, S., AND B. W. KERNIGHAN. 1973. An Effective Heuris­
tic Algorithm for the Traveling-Salesman Problem.
Opns. Res. 21, 498-516.

MATULA, D. W., G. MARBLE AND J. D. ISAACSON. 1972.
Graph Coloring Algorithms. In Graph Theory and
Computing, R. C. Read (ed.). Academic Press, New
York.

MORGENSTERN, C. 1989. Algorithms for General Graph
Coloring. Doctoral Dissertation, Department of
Computer Science, University of New Mexico,
Albuquerque.

MORGENSTERN, C., AND H. SHAPIRO. 1986. Chromatic
Number Approximation Using Simulated Annealing.
Unpublished manuscript.

OPSUT, R. J., AND F. S. ROBERTS. 1981. On the Fleet
Maintenance, Mobile Radio Frequency, Task Assign­
ment, and Traffic Phasing Problems. In The Theory
and Applications of Graphs, G. Chartrand, Y. Alavi,
D. L. Goldsmith, L. Lesniak-Foster and D. R. Lick
(eds.). John Wiley & Sons, New York, 479-492.

SHAMIR, A. 1979. On the Cryptocomplexity of Knapsack
Systems. In Proceedings lith Annual ACM Sympo­
sium on Theory of Computing. Association for Com­
puting Machinery, New York, 118-129.

THOMASON, A. 1987. Private communication.

VAN LAARHOVEN, P. J. M. AND E. H. L. AARTS. 1987.
Simulated Annealing: Theory and Practice. Kluwer
Academic Publishers, Dordrecht, The Netherlands.

VECCHI, M. P., AND S. KIRKPATRICK. 1983. Global Wiring
by Simulated Annealing. IEEE Trans. Computer­
Aided Design of Integrated Circuits and Systems
CAD-2, 215-222.

WELSH, D. J. A., AND M. B. POWELL. 1967. An Upper
Bound on the Chromatic Number of a Graph and Its
Application to Timetabling Problems. Comput. J. 10,
85-86.

WIGDERSON, A. 1983. Improving the Performance Guar­
antee of Approximate Graph Coloring. J. AssoC.
Comput. Mach. 30, 729-735.

OJ
PARA

(Reo

This paper deals with

maximize the system'

reliability of compone

developed to obtain aI

with only two positior

.consider a reliabilit

slots. Suppose that

which can be assigned t

reliability of component

position i, that is, the

epends on the position i
everal practical situati<

or example, some pc

xposed to the frequent

rest are well protected

Sometimes, the intensity

ion to position. In this

f assigning component:

the system's reliabilit:

Sethuraman (1986) con

ries (PS) and series-pa

hey elegantly obtain a

ents for PS systems u:
nd the nature of Scht

erive some interestinf

ptimal allocations in Sl

,onfine ourselves to the

The problem of maxi I

. rough the optimal ass

ombinatorial in nature.

e maximization of a nl

~bject to linear constr;

e concept of majorizat

,s well as PS systems

Ubject classification: Relial


